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coml(‘:;) ni;y ‘:S;position by Additive Hypothests (or Additive Mode]), i e,
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additive model, a time series can be expressed as . th

yt=Tt+St+Ct+Rl .
e-series value at time ¢, T represents the trend St

. ; : ' e

where y, is the m . dom fluctuations at time ¢. Obvi g, =
nal, cyclic and rando " me . oviously, the y -t g

I;I:;r:;;f;:hiiszzseiies ofy annual data. The additive model implicitly impljeg :h emg,

Sy
ears), cyclical forces (in different cycles) and irregu] at gy, Ml

. . easo
forces (in different ye X . . ar g, gy
different long term period) operate with equal absolute effect irrespective of the tregrces I

11 have positive or negative values, according as whethey vl
As such C; (alllgrst'))e‘l’::} norm:la)l phase of the cycle _(and year) and .the total °fv1:§ ?I:eina:,‘
abovet;:i nor‘I,I;?ues for any cycle ( and any year) will be zero. R, will also haye m}‘{e
Irlxi,g:tiz: value and in the long-term (?_L R,_) will be zero. Occasionally, there mayo:]etwe i
isolated occurrences of extreme R, of episodic nature. ™

The additive model assumes that all the four components of the time serieg it
independently of each other so that none of these components has any effec; Onrta}fe
remaining three. .

(ii) Decomposition by Multiplicative Hypothesis (t?r Multiplicative Model), o, i
other hand, if we have reasons to assume that the various components in a time Serie
operate proportionately to the general level of the serigs, .the traditional or Claseic:
multiplicative model is appropriate. According to the multiplicative model,

yr =Ty xS xCy xRy (29
where S,, C; and R, , instead of assuming positive and negative value, are indices fluctuztyy
above or below unity and the geometric means of S, in a year, C, in a cycle and R, in aln
term period are unity. In a time series with both positive end negative values, the
multiplicative model can not be applied unless the time series is translated by addinga |
suitable positive value. It may be pointed out that the multiplicative decomposition of a time

series is same as the additive decomposition of logarithmic values of the original time series
ie.,

2.6

logy, =logT,+1logS,+logC,+logR;
In practice, most of the series relating to economic data conform to multiplicative model

Remarks 1. Limitations of the Hypothesis of Decomposition of a Time Series. Hypothesis of

decomposition presupposes that the trend and periodic components are determined by separate forces

. acting independently so that simple aggregation of the components could constitute the series. Butin

reality, it is possible that this year’s value of the series will depend to some extent on last year's vali®

so that trend and periodic movement will get inextricably mixed up and no meaningful separatio? i

them will be possible. In such a case any variations of this year may affect the whole future course?
the series and no meaningful separation of trend and periodic components will be possible.

2. Mixed Models. In addition to the additive and multiplicative models discussed above foe
components in a time series may be combined in a large number of other ways. The different mov¢®
defined under different assumptions will yield different results. Some of the mixed models resuli®®
from different combinations of additive and multiplicative models are given below :

y¢=T[ C,+S[R,
=T, +S,C,R,
ye =T, +8,+C,R,

22)
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. 2-2) can be used to obtai
model (2:1) or ( e in a measure of o
3. 'I;?:n’ DiZes Subt.ractlog or t}l\;ls&ogrx. For example, if trend com::n(gl:n(oTre; (i)f t}::le components by
eﬁml.n?'cation model, it can be isolated from the given time series to give : }) is known, then using
ultiP? ¥:  Original values '
S, xC, xR, = T. = Trond valuee
Y end values ... (2-2b)
b, 0F the annual data, for which the seasonal component S, is not there, we have
yt=TtxclxRt = C‘XR1=3% (2.20)
. = 3 2 . . ’ o
9.32. Uses of Time Series. The time series analysis is of greater importance not only to
sman OT an economist but also to people working in various disciplines in natural

busiiﬁtllle q hysical sciences. Some of its uses are enumerated below :

- s0C LIt enables us to study the past beha.kur of the phenomenon under consideration, i.e., to
" e the type and nature of the variations in the data. ) L.e.,
gation and study of the various components is of paramount importance to a

the planning of future Operations and in the formulation of executive and

determin

9. The segre
pusinessman in
policy decisions.

3. It helps
expected ones
variations, if any.

4. It enables us to predict or estimate or forcast the behaviour of the phenomenon in
future which is very essential for business planning.

5. It helps us to compare the changes in the values of different phenomenon at different

times or places, etc.
In the following sections we s
' (ifferent components

2.4. MEASUREMENT OF TREND

Trend can be studied and/or measured by the following methods :
(i) Graphic (or Free-hand Curve Fitting) Method,
(ii) Method of Semi-Averages,
(iii) Method of Curve Fitting by Principle of Least Squares, and
(iv) Method of Moving Averages.

We shall now discuss each of these methods in detail.

2:4-1. Graphic Method. A free-hand smooth curve obtained on plotting the values y;
against ¢ enables us to form an idea about the general ‘trend’ of the series. Smoothing of the
curve eliminates other components, viz. regular and irregular fluctuations.

Tbis method does not involve any complex mathematical techniques and can be used to
de§mbe all types of trend, linear and non-linear. Thus, simplicity and flexibility are strong
pmnts of this method. Its main drawbacks are :

Very(i?nThe method is very subjective, i.e., the bias of the
for the I;Ortant role and as such different trend curves will
and expei?;e set of d-at.a._ As such ‘trend by inspec_tl'on’ sho

sy doI:ecsed statisticians and this limits the utility and

242, Met::denable b e v trend: le data is divided into tw
Parts with roq of .Seml-av.erages, In this method, '.;I}e whole data 1s ivided in ob o
pect to time, e.g., if we are given y, for ¢ frdmg 991-2002, i.e., over a period of 12

Year, \
S, the two equal parts will be the data from 1991 to 1996 and 1997 to 2002. In case of odd

to compare _the actual current performance of accomplishments with the
(on the basis of the past performances) and analyse the causes of such

hall discuss various techniques for the measurement of

person handling\the data plays a
be obtained by different persons
uld be' attempted only by skilled
popularity of the method.
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number of years the two parts are obtained by omitting the value. corresp_ondmg to the
middle year, e.g., for the data from 1991-2001, the value corresponding to middle year, viz.
1996 being omitted. Next we compute the arithmetic mean for each part and plot these twg
averages (means) against the mid-values of the respective time-periods co\le.red by each part.
The line obtained on joining these two points is the required trend line and may be
extended both ways to estimate intermediate or future values.

Remark. For even number of years like 8, 12, 16, etc. the centering of average ¢ of each part woulg
create problems, e.g., from the data 1997-2002 (n = 12), let the two averages beX;, (say) for period
1991-1996 and X, (say), for the period 1991-2002. Here X,, will be plotted against the mean of two mig.
\{gl;]esz,otg;. 1993 and 1994 for the period 1991-1996, i.e., against 1st July 1993. Similarly, for the periog

Merits 1. As compared with graphic method, the obvious advantage of this method is itg
objectivity in the sense that everyone who applies it would get the same results. Moreover,
we can also estimate the trend values.

2. It is readily comprehensible as compared to the ‘method of least squares’ or the
‘moving average method’.

Limitations. This method assumes linear relationship between the plotted points —
which may not exist. Moreover, the limitations of arithmetic mean as an average also stanq
in its way.

Example 2-1. Fit a trend line to the following data by the method of semi-averages :

Year Bank Clearances (Rs. Crores) Year Bank Clearances (Rs. Crores)
1992 53 1999 87

1993 79 2000 79

1994 76 2001 104

1995 66 2002 97

1996 69 2003 92

1997 94 2004 101

1998 105

Solution. Here since n = 13 (odd), the two parts would consist of 1992 to 1997 and 1999
to 2004, the year 1998 being omitted.

X, = Average sales for first part .

437 120 -
=" = 72-83 (Rs. crores) 10 F ACTUAL DATA
»
X, = Average sales for second part £ B
560 g
9 ="g = 93-33 (Rs. crores) S e
% N
As explained in Remark to § 2:4-2, = 4, Y i
X, an& X, will be plotted against 1st ; 60
July 1994 and 1st July 2001 &

respectively, as given in Fig. 2-1 S0t

_ %V\'I PN R TR T T AN TN SN N A N I
Joining the points A [1994, X;] 0 § § § -§ c&g § § % <§ 5 § § §
£ bé 22227 F -« ]
and B [2001, X,], we get the trend - § & o
line [Fig. 2-1]. - Fig. 2.1: Trend by the Method of Semi-averages
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43, Metho g by Princip)
ﬁsquares is the most popular and widely usedpnﬁe':l)xii e?st Squares,
i .ven set of data. The method yields ve of fi

rm of the function to the fitted is ob

The principle of
Ty correct results if :tmg mathematical functiong

e ufﬁciently good appraisal of
ed elthe_r by a scrutiny of the g'raphli?al :iot gf

0d
pe 10
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i describe . ! .
:arla‘;syr is the value of the variable corresponding toﬂtli‘:ng:‘:;n data in practice are -
(i) A straight line : y, =a+bt
(ii) Second degree parabola: y,=a+ bt + ct2
(i) kth-degree polynomial :

Ye=aotat +agt?+ .. 4q, ¢k
-\ Exponential curves : y;=abt
(iv) Exp

= logy,=loga+tlogh=A + Bt, (say).

(v) Second degree curve fitted to logarithms :
y. =abte!
= logy, =loga +tlogb+t*logc=A+Bt+C ¢t (say).
(vi) Growth curves :

(@) ¥y, =a+bd (Modified Exponential Curve)
b) y; =ab¢ (Gompertz curve)
= logy, =loga +c¢t logb=A + Be! (say)
k
(c)

Yt = m (Logistic curve)

Remark. For deciding about the type of trend to be fitted to a given set of data, the following
points may be helpful :

(i) When the time series is found to be increasing or decreasing by equal absolute amounts, the
straight line trend is used. In this case, the plotting of the data will give a straight line graph.

(ii) The logarithmic straight line (exponential curve y, = ab') is used as an expression of the secular
movement, when the series is increasing or decreasing by a constant percentage rather than a f:onst:_ant
absolute amount. In this case, the data plotted on a semi-logarithmeic scale will give a straight line
graph,

(iii) Second degree curve fitted to logarithms may be tried for trend ﬁtf:ing if the data_ plotted on 3
semi-logarithmic scale is not a straight lone graph but shows curvature, being concave either upwar
or downward. ¢ the
i Alternatively, approximations about the type of the curve to be fitted can be made by use o
llowing theorem based on finite differences : ) L.

“The nth differences A™y,, A" (log y,), A" (1ly,) of any general polynomial ¥, of nth degree in t is
tonstant and (n + 1)th differences are equal to zero.” b . .

For further guidelir):fe;s, the followzng statistical tests based on the calculus of finite differences
may be applied.

Weknow that for a polynomial y, of nth degree in t,

ATy, =constant, T'=" ]
=0, r>n
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. interval of differencin,
’)vhere A is the difference operator given by Ayi=Yt+h =Yt h being the g and A"yt
is the rth differences of L7
1. If Ay, = constant, use straight line trend. .
2. If A%, = constant, use a second degree (parabolic) tr
3.If A (log ¥ = constant, use exponential bfentd COTVS, to logarithms.
4.If A% (log y,) = constant, use second degree curve i'itted : rtz and Logistic curves
5. The growth curves, viz., modified exponential, Gompertz can by
approximated by the constancy of the ratios :

end.

Ay, A (log ) } {A’(lfﬂ)—)}
Ay,_, {A(logy,;;) AQ /Y

respectively, for all possible values of £.

The following tests may also be used : . .

6.If Ay, tendi to decreaZe by a constant percentage, use modified expone‘ntl'al curve,

7.if A y, resembles a skewed frequency curve, use a Gompertz curve or Logistic cu.rve. -

Fitting of Straight Line by Least Squares Method. Let the s.tralght line treng
between the given time-series values (y,) and time ¢ be given by the equation :

yi=a+bt - (23)

Principle of least squares consists in minimizing the sum of squares of the deviationg
between the given values of y, and their estimates given by (2:3). In other words, we have t,
find @ and b such that for given values of y, corresponding to n different values of ¢,

E=3 (y,—a-bt)?
t

is minimum. For a maxima or minima of E, for variations in a and b, we should have

oE
e =0 = "2 et Yy.=na+blt } (24)
g—f=o=_22t(yt"a—bt) Ztt=a2t+b2t2’

which are the normal equations for estimating a and b.

The values of 3. y,, X ¢, T 2 are obtained from the given data and the equations (2-4) can
now be solved for a and b. With these values of @ and b, the line (2-3) gives the desired trend
line.

Remark. The solution of normal equations (2-4) provides a minima of E. The proof is given below :

The necessary and sufficient condition fo a minima of E for variations in a and b are :

E ’E
5 OE _ oE N da®  da db %8
@) £=O,£=O e (®) and (ii)A= *E 82_E >0 and m>0 G
obda 0b?
From (2-4), we get
o8 LS o . PSS PE
Waz=2n>0 ;5 Fr=22>0 ; 500 = 355 =23t
A=|2n 23 ¢ _ - 3
oyt ayp |=4lZe-cey]
2
=4n? [Z—tf— (&) ] =4n2Var () >0
n n !

Hence, the solution of the least square equations (2:4), satisfies (*) and (**) and, therefore, provides
a minima of E.
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it of Second Degree (Parabolic) Trend. Let the second degree parabolic trend
e’ ye =a + bt + ct?

procee ding similarl‘y as in the case of a straight line, the normal equations for es‘ci;;x'a(tzi;l5 )

and ¢ are given by : -
0, Sy =na +bXt +cXt?

Sty =aXt +bITt2+cXtd )
T2y, =aX 2+ b2+ cTtt ... (2:6)
i summation being taken over the values of the time series.
e
pitting of Exponential Curve :
' S el . (27)

- logy; =loga +tlogb

- Y =A+ Bt (Say), (27(1)
shere Y=1logy: , A =loga , B = log b. .. (2:7D)

s a straight line in ¢ and Y and thus the normal equations for estimating A and B are
SY =nA +BXt,
Y tY =AY ¢t + BY t2 }

These equations can be solved for A and B and finally on using (2:7b), we get
a = antilog (4) ; b = antilog (B).
Second Degree Curve Fitted to Logarithms. Suppose the trend curve is :
Y, =abtct ... (2:8)
Taking logarithms of both sides, we get
logy, =loga +tlogh +t2loge
= Y, =A+Bt+Ct? ... (2:8a)
where Y, =logy, ; A=loga ; B=logb and C=logc ... (2-8b)
~ Now, (2:8a) is a second degree parabolic curve in Y, and ¢ and can be fitted by the
technique already explained. We can finally obtain
| a = Antilog (4) ; b= Antilog (B) and c = Antilog (C).
With these values of @, b and ¢, the curve (2-8) becomes the best second degree curve
fitted to logarithms. :

Remark. The method of curve fitting by the principle of leas g
analysis particularly when one is interested in making projections for future times. Obviously, the
eliability of the estimated (projected) values primarily depends upon the appropriatness of the for'm of
the mathematical function fitted to the given data. If the function is determined on the ad-hoc bas.1s b.y
the scrutiny of the plotted values, the projections based on it may be valid for the near future while, if

 study of physical mechanism of the variable change forms the basis of the selection of function, the.n
€re s very little likelihood that the function will change for sufficiently long period and hence in this

éSe eliable long term projections can be made.
Merits and Drawbacks of Trend Fitting by the Principle of Least Squares.

.Me"its. The method of least squares is the most popular and widely .uSEd method of
0g mathematical functions to a given set of observations. It has the following advantages :

(97a)
... (2-7¢)

t squares is used quite often in trend
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tho ing averages [discussed in § 2-4-5], this methogator' I
enable
8 us ’

the element of su
9. Unlike the method of moving & ; . . A
compute the trend values for all the given time periods 11 the series.
3. 'i‘he trend equation can pe used to est'imate or predict the values of the ya:
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Example 2-2. In a certain indust Year Producti
. 9, roduction Year P |
the ’product.wn of a certain commodity (000 units) (1 533”&0” |
(in "000 lfmts? during the years 1994— 1994 666 =
2004 is given in the adjoining table : 1995 84 2008 1
(i) Graph the data. 1996 88:2 ;gg; - rl
(ii) Obtain the least square line 1997 780 2003 o
fitting the data and construct the 1998 96-8 o
graph of the trend line. 1999 105-2 RIS, .l
duction o

994-2004 and estimate the pro

(iii) Compute the trend values for the year 1
if the present trend continues.

commodity during the years 2005 and 2006,

(iv) Eliminate the trend.
Solution. H = ]
ere n = 11, i.e., odd and, therefore, we shift the origin to the mid

period, viz., the year 1999. Let x=1t-1999
TABLE 2.1 : COMPUTATION OF TREND LINE

dle tin¢
!

Year Production
t) (000 units) () x Zy; 2 Trend values
\ ‘ * (000 units)
1994 v —~ .= 95.49+3-951‘
1995 84-9 . - 3330 25 7574
' 8364

1996 886

: -3 _

1997 780 - ?gg.s \? |
- 1560 4 . t'
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1998 96-8 -1 —96-8 1 he
1999 110-2 0 0 0 9549
9000 93-2 1 93-2 1 -
9001 1116 2 2232 4 10359
2002 sl 3 2649 9 107-34
2003 1170 4 4680 16 -
9004 115-2 5 5760 25 11524

ol 10504 0 1341 110 i

Let the least square line of y; onx be : ¢ = a + bx (origin : July 1999) (@)

The normal equations for estimating a and b are
Yy=na+bZx and Yxy =aXx+bLa?

= 1050 =11la = 4341 =110b
10504 _ o 4341
= a=""717 = 95-49 =, b= 110 =395
Hence, the least square line fitting the datais : y,=9549 + 395z, ..d®

where origin is July 1999 and x unit = 1 year.

Trend values for the years 1994 to 2004 are obtained on puttingx=-5,-4,-3, .., 4,5
respectively in (3) and have been tabulated in the last column of the Table 2-1.

Estimate for 2005. Taking x = 2005 in (1), we get x =2005-1999 =6
Hence the estimate production of the commodity for 2005 is obtaine(} on putting x = 6 in
(**) and is given by : . ,

(52) g005= 95.49 + 3.95 x 6 = 119.19 (000 units).

/

Similarly, (5, so06 = 95+49 + 3:95 x 7= 123:14 (000 units)
The/ graph of the original
data and the trend line.is given
126 1 in Fig. 22\

Assuming multiplicative
model, the trend values are
eliminated on dividing the given
values (y,) by the corresponding
trend values (y,). However, if we
assume the additive model, the
trend eliminated values are
given by (v -7y.). The resulting |
values contain short-term \‘
(seasonal and cyclic) variations |
and irregular variations. Trend
eliminated values are given in

Yoara = Table 2:2.
Fig. 2:2.

116 1
106 4

Production (‘000 units)

1995 |
1996 |
1997 |
1998 |
1999
2000 |
2001
2002

2003

2004
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TABLE 2:2: ELIMINATION OF TREND ‘\TlsnQ
Trend Eliminated Values Based on,

Additive Model | Multiplicarig gy

(9, —e) o :I;e)MOdel

66-6— 7574= — 9-14 66-6/75-74 ; 083
g49— 79-69= 521 84977969 — 1. oeg
88.6— 83-64= 4-96 1059
78-0— 87-59= — 9-59 0-891
96-8— 9154= 526 Los1
1102— 9549= 1471 1184
932 9944= —624 0937
111-6 — 103-39 = 821 1-079
88:3 — 107-34 = — 19-04 0-823
117-0- 111:29= 571 1-051
1152 — 11524 = —0-04 0-999

Example 2:3. Fita straight line trend by the method of least squares to the following gy, |
relating to the sales of a leading departmental store. Assuming that the same rate OfChangﬂ
continues, what would be predicted earnings for the year 2006 ?

Year s 1997 1998 1999 2000 2001 2002 2003 204
Sales (Crores Rs.) : 76 80 130 144 138 120 174 1%
Solution. Here n = 8, i.e., even. Hence we shift the origin to the arithmetic mean of t:
two middle years, viz., 2000 and 2001. We define
1
= 2 i : '
Lot 21(2000+ 001) _ ¢=20005_ 5, _ 4001 |
3 (Interval) 2x1
where x values are in units of six months (half year).
TABLE 2.3 : COMPUTATION OF LINEAR TREND

Year | Sales (Crores Rs.) Trend values (Crores ks

® ¥ ¥ i | emmse ™
1997 76 -7 - 532 49 80-19 |
1998 80 -5 — 400 25 9485 |
1998 130 -3 -390 9 109-51 ,
2000 144 =1 —144 1 12417 f
2001 138 1 138 1 13883
2002 120 3 360 9 15349 F
2003 174 5 870 25 16815 |
2004 190 7 1330 49 //y va

Total >y, = 1052 Yx=0 Sxy = |Xx®=168
1,232

Let the linear trend equation between y, and x be :
y: =a+bx,x=2(t—2000-5)
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gince 5 x =0, the normal equations for estimating g gngd 1 are :

| Yy, 1052 -

F a =%=T =1315 , b=m=1232_7 :
! . Xx2 T 168 © -33 .
ence the least square trend line becomes : 5, = 1315 4 7.9, 3)

AE 7.33 units represent half yearly increase in the earn; 5. e

The trend values for the year 1997 to 2004 can now

. ! be obtained fr o
75D T respectively, as shown in the last column of the aboveo’.;!‘:zgf)e ;1:13putt1ng o

gtimate for 2006 : When ¢ = 2006, we get from (1), = 2(2006 —2000-5) =11

" Hence the predicted sales for 2006 are :  y,= 1315+ 7.33x 11 = 212:13 (Crores Rs.) -
Example 2-4. Below are given the figures of production (in thousand tonnes) of a fertili’se':r
ctory *

A 1995 1997 1998 1999 ' 2000 ' 2001 = 2004
(Xiuction (000 tonnes)  : 77 88 94 85 91 98 90

(i) Fit a straight line by the ‘Least Squares Method’ and tabulate the trend values. /

(ii) Eliminate the trend, assuming additive model. What components of the time series are
thus left over ?

(itiy What is the monthly increase in the production ?

Solution. (i)
TABLE 2.4 : COMPUTATION OF TREND VALUES

Production Trend values b
(yy) x=t-1999| xy, x2 ('000 tonnes) | Elimination of Trend ‘
y.=88:8 + 1-37x
77 -4 -308| 16 83-32 -632
88 ig - 176 4 86:06 +1.94
94 el -94 1 8743 +657
85 0 0 0 88-80 ' -3-80
91 1 91 1 90-17 +0-83
98 2 196 4 9154 | +6:46
90 5 450 25 9665 - 565
ofal | 623 1 159 | 51 62297

Let the trend equation’be y; = a + bz, [origin : July 1999]
Norma] equations for estimating a and b are

Yy= na+bix) - {623=7a+b
Zxy,=aXx+bXx? } 159 =a +51b

“Ving for o and b, we get : a=8880 and b=137_. )
Trend equation is : y, =888+ 1.37x ; x =t =1999 : v (®
ubsﬁt“ting the values of %, viz., - 4, — 2, etc. successively; we get the required trend
- 2 shown in the last but'one column of Table 2+4.

gc;\_ssum'mg additive f'xr;ddel for the time series.,
g them from the given values, as shown in

the trend values are eliminated by
the last column of Table 2-4. The.
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res i . .
Oneu;::rg_ Vvalues give the short-term fluctuations which change with a period of morg th
‘ bf‘:‘) Yearly increase in the production of fertiliser, as provided by lin
=137 thousand tonnes PP Y neertrend y, m g g8
Monthly increase in production = %’- =0-114 thousand tonnes.
Example 2.5, B . 4
Squares ang s twt a straight line trend to the following data by the method of |,
Year tain two monthly trend values for Nov. 2000 and Sept. 2001. b
Average Monspy, 1996 1997 1998 1999 2000 2001 2002 2003 290,
Profit (crores Rs. ) 12%
SOIut;on_ Lttt . : 14-8 186 148 166 212 180 174 158
Ve dgh ﬂlgl;thne trend of y, on x be given by :
5 X, W L .
The normaj . > WAaere the origin is July 2000 and x unit = 1 year.
ormal equations for estimating ¢ and b in (1) are : )
Zyc=na+be and Y xy,=aXx+ by x2 o)
Y\ﬁ ;ABLE 25 : FITTING STRAIGHT LINE TREND
ear % verage monthly Trend values (cror
3 es Rs,
@ it 2000 profit (in (;I;ores Rs) 22 xy, Ye= 1664 + 0.43, )
.
1996 | _4
1997 i 126 16 -50-4 14-92 {
o - 14-8 9 —44-4 15-35
2 18-6 4 -37-2 - 15-
1999 15-78
-1 14-8 b -14-8 *
2000 16-21
0 16-6 0 0 16-64
2001 1 21-2 1 21-2 17-07
2002 2
S o 18-0 4 36-0 17-50
3 17-4 9 522 17-93
2004 4 15-8 16 63-2 18-36
Total 0 149-8 60 25-8
Substituting the values in (2), we get
ing g
. 149-8= a@+b(0) = gqa= (149-8/9) = 16-64
and 25-8=a(0)+b(60) = b =(258/60) =043

. The trend equation is : [From (1)]

¥¢ = 16-64 + 0-43x ; (Origin : July 2000, x unit = 1 year) '1
Since y represent the monthly average for each year and the unit of x is 12 months, the
trend of monthly average increases by 0-43 in 12 months, i.e., (0-43/12) per month. So the
trend equation for monthly values is :

7 =1664 4% 2 s = 16-64 + 0-036x

(origin : 1st July 2000, x unit = 1 month).

. @
= .
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make this equation useful for estimating monthl igin i

. ; y trend values, the origin is
ghifted t0 the middle of a month. Since July 2000 is selected as origin, and we heil: to
to be e origin half a _month later, x should be replaced by x + (1/2). The transformed
trend equation 1s:

1
i =1664+0:036 (x+3) = 1 =16658+0036%

der to

[(origin : 15 July 2000 ; unitofx =1 month ; unitofy,= Monthly (crores Rs.))
o find the trend values, fo; Noven.lber 2000, and September 1999. Since, Nov. 2000
¢., 4 units) ahead origin, putting x = 4 in the trend equation (3):
() Nov. 2000 = 16658 + 0-036 x 4 = 16-802) (crores Rs.)
gimilarly, Sept- 1999 is 10 months behind the origin, putting x = — 10, we have (in 3) :
(3e)sept. 1999 = 16:658 + 0-036 (- 10) = 16-298 (crores Rs.)
Example 26. The following figures are the production data of a certain factory
turing air-conditioners : ;

Now We °"
j4months; ¢

maﬂlJﬁw

Year 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 °
Production )
(000 units) 17 20 19 26 24 40 35 55 51 74 79

Fit the second degree parabolic trend curve to the above data and obtain the trend values. '
Solution. Let the second degree parabolic tend curve be :

y,=a +bx +x% where x =t — 1995 NG)
TABLE 2.6 : COMPUTATION OF PARABOLIC TREND VALUES
Year | Production Trend Values
t 000 units)| x =t - 2 3 4 2 y,=34+6.28x
® | (yl;m s)| x=t-1995| «x x x xy x2y L 06
1990 17 -5 25 -125 625 -85 425 17-60
1991 20 -4 16 -64 256 -80 320 1848 -
1992 19 -3 9 -27 81 -57 171 20°56
1993 26 -2 4 -8 16 -52 104 23-90
1994 24 -1 1 -1 1 -24 24 28-32
1995 40 0 0 0 0 0 0. 34-00
1996 35 1 1 1 1 35 35 40-88
1997 55 2 4 8 16 110 220 48-96
1998 51 3 9 27 81 153 459 5824
1999 | 74 4 16 64 | 256 206 | 1184 6872
20 | 79 5 25 195 | 625 | 395 | 1975 80-40
yx2 |Zxd=0| Zxt Ty Taly
=110 ~1958 | =691 | =4,917 .
The normal equations for estimating a, b and ¢ in (*) are : 7
Zy:=na+b}:x+c2x2 ( 440 =1la +110¢c (D
L2y, =03 £ 4 b3 2 4 05 19 o | 691 =1106 @)
Yy = a3 224 b3 43 4 Sat [ 4917 =110a + 1,958 ¢ e (8)

e . .
M2, weget b= (691/110) = 6:28.
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( <
—_— then subtracting from (3), we get
Multlpl)'lzg!; 117)1”;:: :1;?, = (110a + 1,958) - (110a + 1,100¢)
s 2 517 = 858¢ = c= 0'60.
Substituting in (1), we get a= 4‘40\111106 5 w—oﬂ) = 31\714 =34
Substituting the values of @, b and ¢ in (**), we get the requireq trend equati,
¥ =34+628x+006x2 ; x=t-1995 rfas:
The trend values y, can be computed on putting x = — 5,—4,_ LG, 4y - ()
are given in the last column of the Table. 2.6 : 79 1n (k) ang
Example 2-7. You are given the population figures of India as follows :
Census year (x) s 1911 1921 1931 1941 1951 1967
Population (in crores) 250 251 279 g9 361 434 197
13 Fit an exponential trend y = ab* to the above d
e

trend values. Estimate the Population in 1981, 2001 and 2011 o e Squares an
Solution. Taking logarithm of both sides of the equationy =gq p 2
logy=1loga +xlogh = V=A + By
0g a and B =log b. Now (1) represents a linear trep,
fitting the linear trend (1) to the given data can b
Tigin in x to 1941 and change the scale by definin

Whereu:logy, A =1

The arithmetic for
extent if we shift the o
e

d between and .
follow:.

€ reduced tg 5 eat
€ a new variap]e Uag

u=[(x-1941)/10], sothat Su=0 Yhisides
Thus the linear trend v = A + Bu between v and  is equivalent to the exponentia] trend
y=ab¥ [(u=(x-1941)/ 10] 1)

Where A=loga and B=logb. i
givels);) ;h_e Principle of least Squares, the normal equations for estimating A and B

in (2) are
Zv=nA+Byy

) and Yuv =AY u + BY, u? -
Since I u = 0, these equations give
A_ZV_3Zv Suv
“n TR o By " et
TABLE 2.7 : FITTING OF EXPONENTIAL THEN&L
T x I
Population |
1%?)" (in crores) , _% *11(?41 v=logy u? | uv
On using (3), we get @) - ! &
_lo-6ss50 1911 250 -3 13979 9 -4l
‘ A= e oo 1921 25-1 -2 13997 4 —i’_ﬁgé
‘= a=Antilog A = 33.60 1931 27-9 -1 1-4422 (1) i
1-6178 1941 319 0 150 g
B="1g =00577 1951 361 1 16575 1 o
= Anti =1.142 | 1961 439 2 164 i
= b= Antilog B 1971 547 3 17380 9 15-6173
| Total o 10-6850 28

: datais’ ;‘ |
Substituting the values of  and b in (2), the exponential trend fitted to the given |
y =33-60 (1-142)x — 1941/10)
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TABLE 2.8: com
To obtain th?tl:rell']d values y for ;“\MEWTHEND
jifforent %, we use the linear trend (%), | 4" w 0.7, =16264 Trend Values
p=A+Bu=v=15264+ 00577y 3 +0057Tu__y, = Antilog (v)
gubstituting the appropriate values 1021 - -01731 13533 2250
{u from - 3 to 3 in the above| ... ~ 2 -01164 14169 2576
quations, e get the corresponding| 23} =1 -00577 1468 2
yalues of V and finally the trend values | 1941 0 0 62 9-43
are obtained from the fact that 1951 1 00877 15841 3350
y=logy = y=Antilog @), 1961 2 01154 16418 3838
g8 shown in the Table 28 : 1971 3 oqm i 43-83
Hence, on assumi_ng the exponential | 1981 4  (.2308 P 50-06
trend y = ab’, the estlmayed population | 2001 6  (.3462 p 57-18
for 1981, 2001 and 2011 is 57-18 crores, | 9017 7 8726 1457
7457 crores and 85:17 crores oY 1-9303 85-17
respectively. 4

44, hC i ;

2:4-4 _Glrrc()}wt r\tlwesdal?od .Tl?eir Fitting. 'll'he various growth curves, viz. the modified
exponenqa , Gompertz an gmtu': curves as given in (vi) § 2:4-3 cannot be determined b
the prinf:lple of least squares. Special techniques have been devised for fitting these curvez
to the given set of data. In the following sections we shall discuss these curves and their
fitting in detail.

Modified ExI‘Jon.ential Curve and its Fitting. As already pointed out modified
exponential curve is given by ye=a+bcta>0; . (29)
where y, represents the time series value at the time ¢ and a, b, ¢ are constants, called its
parameters.

Taking first difference of (2:9), we get

Ay =Yr4n—Yye=bct (c"-1)

where ‘i’ is the interval of differencing.
Similarly

By, _h =y—Ye-n=bet"h(ct-1)

Ay,

Aye_n \ )
Thus, the most striking feature “of the modified exponential curve is that the first
differences of the consecutive value of y, corresponding to equivalent values of ¢ f:hange by a
constant ratio. This implies that the first differences of y; when plotted on a semi-logarthmié

%]

=ch,a con\sta.nt.

We discuss below two methods of fitting modified exponential curve.

1. Method of Three Selected Points. We take three ordlnfates y1, Y2, ¥3, (say),

orresponding to three equidistant values of ¢, (say) ty, tzand t3 respectively such that
tp—t1=t3—t2 et

Substituting the values of ¢ = t,, t, and £3in (29), we get respectively

... (2:10)

t
- ty —a+bech, yg=a+bc™
A A ... (2:100)

= a-NF b(cl2 — ctt) = beh (ch—t-1)
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Ya=Y2= blcts — cts) = betz (cta—t2 — 1)

and
Dividing, we get o
= U, - b
Ys=Y2_  t-t; o = [J’a y2] 2= ty) b 1“6,
Y2 Y2—)1 l‘ta~t]
Substituting the value of ¢ in (2-10a), we get (2.11
=h y——a‘”]",(t’_“) [u— 1] = b= 2= [yryl bty
y2=n= y2—Y1 Y2 —¥1 Y3— 2y, +y, Y3—y, 1

Substituting for b and ¢ in (2-10), we get (2.11‘1)

_Op=31? | y193-992
Y3~ 2y2 +y1 Y3 —2y2+y,

Substituting for @, b and ¢ from (2-11), (2-11a) and (2:11b) in (2°9), we et the (2-1“!
the modified exponential curve fitted to the given time-series data; Y12 ¥2, y5 b, Mting :
of the free hand curve corresponding to three selected points ¢ = ¢,, tpand ¢, » Y3 being ordiﬂat;

2. Method of Partial Sums. The given time-series data are split up
parts each containing, (say) n consecutive values of y, correspoding to ¢ = 1, 2 thrEe ay
n+2,..,2nandt=2n+1,2n+2, ..., 3n. Let S;, S; and S represent the pa“-"al nitsy, "

a=y;—bch = y1-

three parts respectively so that Sumg of th,
n 2n 3n
S1=X v Si= X y, Ss= X
t=1 t=n+1 t=2n+1 ---(2-12‘

Substituting for y, from (2:9), we get

=Y (a+bd)=na+blc+c%+...+c") =na +be (c"—l)

to1 c-1 - (21
‘i Similziﬁy, we shall get Sy =na +bc*+1 (%) (21
i n
I. and S3 = na + be+l (cc__ll) Q1
Subtracting (2-13) from (2:13a) and (2-13a) from (2-13b) , we get respectxvely
(c-1)2 |
= =be—F— 21
Sg Sl be (C =z 1) ( ‘.
- (—1)2 i
= = n+l o (21
and Sa Sz—bc + (C—l) |
Dividing (2-14a) by (2-14), we have
S;— 32 —en S3—8S, Un @B
Sz -8 DA ( sl) |
Substituting for ¢* in (2-14), we get
(c=1)(Sp—S1? 1

2 2
be 83 Sz 1 ] b

c-1 S2—S1~ C(S3—282+S1)
Finally, substituting the values of b and ¢ in (2:13), we get

a =y [5-35 L[s,- gt

[F‘rom(z'w
(Sa— 2S2+ Sl) 2

(- 1)] (cn— 1)]
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1 (Sp =8, {Sa—Sz 1 (.
—— - 2 _= -5;)?2
“n [Sl (S3—232+S1)2 S2—S1 1}]_71 [Sl_ss_zzszfsl [From (2-15)]

1[ 5185 — S,? J

=1 |S;-2S:+8; ... (2:15b)

Fitting of Grompertz Curve. Grompertz curve is given by the equation g
. J=ab® : .. (216)
here y; is the time series value at time ¢ and a, b, ¢ are its parameters.
logy; =loga +logb.ct
ie, Y, =A+B¢, ... (2:16a)
where Yy=logy,, A =loga and B=logb.
(216a) is the equation of a modified exponential curve and the constants A, B and ¢ can

estimated by the method of three selected points or by the method of Partial Sums as
plained above. Finally, the constants of the Grompertz curve are given by

a = antilog A and b = antilog B.
Logistic Curve. This is a particular form of complex types of growth curve. A symmetric
ristic curve, also known as Pearl-Reed curve is given by :

k .
Y =% TTameein > 2<° e (217)
ere ¢, b and % are constants and y, is the value of the time series at the timé ¢.
. k k
7)can also be written as :  y:=71 2 o0 = Tsce¥ b<0 ... (217a)

Also from (2:17), we have

1 1 11 R
3'-’=k—[1+e“"‘]=;+;.e“.e"'=A+Bc‘, ... (2:17b)
1 1
re A=];,B=; e®, c =eb, are constants. . .-

Thus, the reciprocal of y; follows modified exponential law. Hence, the given time seri'es
rvations y, will follow Logistic law if their reciprocal 1/, follows modified exponential

Accordingly the fist differences A(1/y,) change by a constant ratio. In other words, th.e,
differences of the receiprocals of the given observations when! plotted on a semi-
ithmic graph paper, will exhibit a straight line. ‘
Jerivation of (2-17). The exponential straight line

logy, =A;+B.t = y=y=ab’ '
imple form of the growth curve called the simple exponential. This form gives :

a

d—f =abt log b =y log b = ay (say),

ae of growth of y per unit of time is directly proportional to y. But in practice this rate
Wth cannot be in the same proportion always. It will continue upto certain level, called

el of saturation, after which it starts declining.
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Thus, in general, we may take \
dy =ay([3-y);a>0,[i>0
dt ed the momentum factor which increases with, : .”%‘

; . : tim
ne faﬁ?r ynlsascatl:xe retarding factor which decreases with time yy,®  and
(B-y) is know

en th, “tfy,
jon level B, the rate of growth tendg to & iy

hes the saturation ) Zerg. e
gr oviﬁ}; dag),m&?lg) is called Robertson’s Law. We shall now solve (2:18) 4 Pi‘l:fit’t“l)“nc?prﬁf
ep: ] Ereﬂtj
|

equation in y and ¢.

We have . ) 1
1 - 1
dy = adt = Bl t —:_] dy . adt = [‘ + \]
yB-2) Bly " B-»y Y By Bsqp,

Integrating, we get

log (B{—J’) = oft + v, where yis the constant of integration.
v-B—y—=exp(aBt+y)=e“B‘.eV = B-y=8ye-o
-y

or y=_ﬁ_1+8e'“’e>o

where 8 = e and ¢ = af > 0. The equation (2:19) is of the same form as (217q),
Also from (2:19), we have

1 1.5
y Tprpe T A Buct o

where A, = % B, =gandc1= e , which is of the form (2-173).

Properties of Logistic Curve. Logistic curve satisfies Robertson’s law (1
Differentiating (2-18) w.r.t. ¢, we get

ay _ dy dy dy
e =¢ (3—y)5—y5 =aP-2y)

=a?y (B-y) (B-2y) N

y .
diz > Oifandonlyif B-2y> 0 o y<g_
dy . _
and drz <Oifand onlyif § — 2y < o 3 y>121
Thus, the logistic curve (2:19) has an i i d it has a dedif
rate fory > B /2. Moreoyer an increasing rate for y < B /2 and i

d%y
dt2 =0,aty=B/2 .
This implies that the logistic curve (2 ; . . /9, This#*
; P ) > "19) has a point of inflexion aty =B /2 Iy
&f;mﬂe’“‘m Is the critical point Wwherefrom the increasing rate of the curve starts ® u
e may also observe that theliney = Bis an as ptote to the curve since tlim y=b
ym ] s

| i
i
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A2
The shape of the curve is thus an elongated S as Y, 4
Toin Fig. 2 3 Logistic Curve
sho - output of many industries displaythisleante 1+ | 1 i ot T
qoft rend. When the industry comes into being,
" ical methods of produ.ctxon are not yet
the ently formed. The production costs are high B
suffic o market demand is still small and so
an Juction develops slowly. Next, production grows p/2
roan increasing rate as a result of perfection of O ) s
Bt facturiﬂg met.hod, t(te transition to mass Fig. 2:3 :
roduction and the increasing market. In tlfrn, there is a period of saturation of the market
P arly everyone who could afford the given commodity already owns it) and accordingly

j.e., 1€ .
(i se in output becomes slower and slower and in the end almost stops altogether.

the increase 11 Pl
Qutput i stabilised at a constant level sufficient just to replace the goods used up.
Remarks 1. The Logistic curve (2:17) can also be written as follows :

L
=Thexn [u(ﬂ—t)], ... (2-21)
tants. This curve is concave upward for ¢ < B and convex upward for ¢ > B.
B where the ordinate y, is L/2. The curve thus looks like an elongated

Yt

where L, & and P are cons

The point of inflexion is at ¢ =

Jetter S-
Unlike the modified exponential curve which has only one asymptote, the Logistic curve has two

ssymptotes a¢ the two ends. y = L and y = 0 are the upper and lower asymptotes to the Logistic curve

(2:21).

9. For the Logistic curve (216), i.e.,

k "
Y=Yt T 4ottt b<0, e (®
the rate of growth is given by
dy -k k 1
& Sy emp €m0 (W) (1+e«+*”)"3"+M
\
TV LS P y ¥
= by'k(y 1)_ by(l—k) [From (*)]
Thus, y has an extremum at %:0 = y=0 or y=k
In other words, k = max () ... (222a)
ay o [dy [, 2| 2 dr|__p% 2 ‘
4z ==b |z (1—k -5 dt ==by 1-3 ... (2-22b)
For point of inflexion, we have %=0 = Y=3
Thus, (2-16) has point of inflexion at the time ¢ such that
k
§=F’;—‘“—"‘ = em=1 = a+bt=0 t=—alb ... (2:23)
In view of (2-22a); Logistic curve (2-16) may be written as
.. (224)

k .
Y =T7eo b <0, k =max ()
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Fitting of Logistic Curve- Let us now consider the fitting of the Logion Tlsn
C

: . inle of least-squares cannot be app]; Cupy
ointed out, the princip ] '€ applieq ¢, .
?\fr:lrig‘-igg to the given set of data. We discuss below various methoq,' t(:):he Igia
Logistic curve (2:24) to the given data. . s - ﬁtﬁﬂgi
1. Method of Threé Selected Points. The glve(r; ime-series data g firgt

: d a trend line is drawn by the freehand method. Three ordipgg,. Potty
graph paper 23 i ding to selected equidistant poj es y o
now taken from the trend line corresponding g Points ofg. ¥,
=t,and t=t3 respectively such that tg — 1= t3 — ta. The sum or average of moe’ Say,
n;ig%lbouring values can also be taken with advantage. Values must be s re ty

i be used distanano
population data, geometric mean may . | .
Substituting the values of ¢ = ¢, t2 and 3 in (2-24), we get respectively
k __k k

1 Y257 4 ¢ atble Y3= 1 4 e ottt

=1+ea+bt1 ’

k E_q), o (&
= a+bt1=log,3(;,;—1);a+bt2=10g,,(y2 1) ;a + btz = log, (3'3—1)} r

(k/yp -1 o [klyd -1
= b(ty—t,) =log (—kT::'_J:—i] and b (t3—t) = log (k/y)—1 } N

Since the points are equidistant, i.e., 2~ 11 = t3—tg, we get
(k/yz)—l]_ (k/y3>—1] e (Ll) (i_l)_ (L :
log | & 7y)—1) = %8 [ /y) - 1 s Ty 1)

2 (k—y5) (k—y1) =ywysk—y2) 2 = yo2 [k2— k(y1 + y3) + y13 | = y1ys (k2 + 322y

= Y2
= k2 (y2—y1y3) =k b2 01+ ¥3) — 2172 sl
2 o
Since & #0, p Y01t Ye) =21 Y2 s (0
yof—Y¥1%3

From (**) and (*), we get respectively

__1 (k=397 " _ k_-_yl) _ o

b = - log, R=s0val (2:26a) and a =log, " bty

Example 2-8. Given the three selected points y1, ¥2 and y3 corresponding to t1 = 2,4+

and t3= 58 as follows :

_ t,=2, y, =558 ; t;=30, yp=138:6 ; ts3=58 ; yg=2518

Fit the Logistic curve by the method of selected points. Also obtain the trend V0
t=>5, 18, 25, 35, 46, 50, 54, 60, 66, 70.

[ues fr

Solution. Let the equation of the logistic curve be: y;= I‘:‘?Em

Then using (2-26), (2-26a) and (2-26b), we get

2 b
¥ 1 +3) =21 95 ys 3987987-70 — 2348005-97 _ 1§§3,931/7= 16
= =70

= - =
y2¥ = y1¥3 19209-96 — 8470-44 10739 5
k —ys) 1 ] 1
b =[lo {yl( Y2 }] B 786-78 10]

y,

i
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= (2-8958 — 4- 2-3026
( 41280) =528 - _0.1015

k
- a =log, (m - 1) - bty = (logyp 1-7365) 2:3026 + 0-2026
= 0-2396 x 2:3026 + 0-2026 = 0-7543

Hence the required (fitted) equation of the Logistic curve is e 152-7
T JtT ] 4 754311013t

Trend Values. In (*), let us take
ea+bt =l = log, KR=a+ bt = 10g¢ w= 0-7543 — 0-1013¢

Now logopt = llooz'_ﬁ) = 21-03&Ti‘ = %&313‘
Finally, the trend values y, are given by : y, =ﬁ = 1L » and are obtained in the
st column of Table 2-9. bl
TABLE 2.9: COMPUTATION OF TREND VALUES BY LOGISTIC CURVE
Pertwd log, 1 = 0-7543 — 0-1013¢ log 1ot = 2_;20)% i = Antilog ((3)) 47 l_f;

&) 2 ®3) ) (5)

5 0-2478 0-1076 12810 66-944
18 - 10691 —0-4640 = 1-5367 0-3434 113-667
925 -1-7782 -0-7722 =1-2278 0-1690 130-624
35 -2:7912 -1:2122 = 2.7878 0-0613 143-880
46 —3-9055 -1-6961 = 2:3039 0-0201 149691
50 - 4-3107 ~1-8721=2:1279 0-0134 150-681
54 —-47195 — 20481 =3-9519 0-0089 © 151-353
60 - 53237 ~92.3120=36880 | . 0:0049 151-955
66 -59315 — 2.5760 = 3-4240 00027 152:289
70 —6-3367 — 27520 =3-2480 0-0018 152-426

9. Yule’s Method. Let us suppose that the value of & is approximately known or obtained
) contains two parameters a and b, and two

other methods. Then the logistic curve (224
iables ¢ and y,. Hence the principle of least squares can be used to estimate a and b. We

e from (2-24),

a+bt=10g'(f—1) or v=a+bt ... (2:27)

re v = log (k /y — 1). (2:27) represents a linear trend between v and ¢, and according to the
ciple of least squares, the normal equations for estimating a and b are :

Y v=na+bXt and Stv=aXt+bXt?
3. Hotelling’s Method. A very elegant and ingeneous method for fitting a Logistic curve
ven by Hotelling. We have [c.f. (222)]
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